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From an interplay between variable temperature scanning tunneling microscopy and density–functional theory
calculations, the evolution of oxygen chemisorption-induced surface reconstructions of the Cu(110) surface is
determined. The surface reconstructions proceed via a sequential pathway with increasing oxygen surface
coverage. The (2 × 1) reconstruction occurs first and then transits to the c(6 × 2) phase with a higher oxygen
coverage through a mechanism that consumes the existing (2 × 1) phase with the supply of Cu adatoms from
step edges and terraces. The temperature dependence of the (2 × 1) → c(6 × 2) transition demonstrates that
the surface phase transition is an activated process for breaking up added Cu–O–Cu rows in the (2 × 1)
structure. Comparison between the experimental observations and the theoretical surface phase diagram
obtained from first-principles thermodynamic calculations reveals that the (2 × 1) → c(6 × 2) transition takes
place at the oxygen chemical potentials that are far above the chemical potential for Cu2O bulk oxide formation,
reflecting the existence of kinetic limitations to the surface phase transition and the bulk oxide formation.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Effects resulting from the interaction between oxygen and a metal
surface are of great interest in many areas such as oxidation, corrosion,
and heterogeneous catalysis. Acquiring a fundamental understanding of
the nature of the interactions is critical to elucidate the role of oxygen
for these important technological processes. For instance, many current
industrial processes are centered on catalytic oxidation reactions.
Upon exposure to an oxygen-containing atmosphere, the metal surface
undergoes a series of structural changes varying from the formation of
initial oxygen chemisorbed adlayers to oxygen sub-surface diffusion
and then to bulk oxide formation, depending on the oxidation condi-
tions including the oxygen gas partial pressure, temperature, and orien-
tation of the metal surface. It has been increasingly apparent that the
active phase of some catalytic oxidation catalysts under operating
conditions is in fact their oxides rather than the puremetal [1,2]. During
catalytic reactions different compositions and structures of the metal
surface may be present depending on the operation conditions. How-
ever, not all oxide phases are equally active to fulfill multiple catalytic
functions. Thus, a detailed study of the formation of each surface recon-
struction and the mechanism governing their transitions to other
phases will provide insight for finely tuning the operating conditions
to favor one phase over the other for better activities and selectivities.

Copper-based catalysts are well known to be active for various cata-
lytic reactions including the water–gas shift reaction [3,4], methanol
synthesis andmethanol oxidation [5], the reduction and decomposition
of nitrogen oxides [6], and fuel cell electrodes [7]. Dissociative adsorp-
tion of oxygen, for instance, represents the first step in the synthesis
of formaldehyde by methanol oxidation over copper [5]. Surface oxida-
tion and the formation of oxide overlayers are believed to play a critical
role in copper catalysis [8,9]. Consequently, Cu has been studied as a
prototype system dealing with the oxygen surface chemisorption.
Particularly, the oxygen chemisorption on Cu(110), the most open of
the low-index surfaces, is among the most studied systems, involving
oxygen adsorption, interdiffusion of Cu and O, and various restructuring
phases [10–23]. A consensus has been established on some aspects of
the behavior of oxygen adsorption on Cu(110) under ultrahigh vacuum
(UHV) conditions. Two superstructures occur upon UHV oxygen
exposures: an added-row (2 × 1)–O structure with θ = 0.5 oxygen
coverage, and a c(6 × 2) structure with θ = 2/3 oxygen coverage for
increased oxygen exposure [17,19–21].

However, even though the formation of these reconstructed struc-
tures has been known for over 20 years, the detailed kinetic and ther-
modynamic mechanisms controlling the crossover from the added-
row (2 × 1) to the c(6 × 2) reconstruction are still open for debate.
The added-row (2 × 1) was found to nucleate homogenously on well-
ordered terraces and the process can be described as a two-
dimensional precipitation of a solid phase from a dilute, mixed fluid
of Cu and O [10–23]. Compared to the detailed understanding of the
(2 × 1) reconstruction, very little is known about the formation process
of the c(6 × 2). For instance, it is unclear if the c(6 × 2) reconstruction
can occur directly on an un-reconstructed Cu(110) surface or has to
follow a sequential pathway via the (2 × 1) → c(6 × 2) conversion
process when a clean Cu(110) surface is directly exposed to the oxygen
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gas underwhich the c(6×2) reconstruction is thermodynamicallymore
favored over the (2 × 1) reconstruction. Alternatively, if the c(6 × 2)
reconstruction occurs by consuming the existing (2 × 1) structure, it
will involve massive surface restructuring, the break-up of Cu–O–Cu
rows in the (2 × 1) (i.e., a solid–solid transition may be more appro-
priate), and thus, the effects of kinetic limitationsmay be equally impor-
tant in addition to the thermodynamic driving force for the phase
transition. Particularly, the requirements of temperature and oxygen
pressure delineating the transitions of these surface phases have not
been established. Due to the lack of systematic experimental data on
the temperature and pressure effects on the surface phase transition,
comparisons with theoretical thermodynamic calculations have not
been made in the past studies. Our goal in this work is to bridge this
information gap by performing a set of experiments with well-
controlled temperature and pressure conditions for elucidating the
temperature/pressure requirements leading to the crossover from the
(2 × 1) to c(6 × 2) reconstructions. Addressing these thermodynamic
and kinetic processes governing the surface phase selection is expected
to have significant technological implications for controlling the surface
structure and reactivity.

In thisworkwepresent a systematic study of the effect of oxygen gas
exposure and oxidation temperature on the formation of the (2× 1) and
c(6 × 2) phases during the oxidation of Cu(110). Variable temperature
scanning tunneling microscopy (STM) is employed to monitor the
structure evolution of the surface reconstructions induced by oxygen
chemisorption at different temperatures. By examining the oxygen
exposure at the oxygen pressure up to 1 × 10−5 Torr at three different
temperatures (27 °C, 100 °C, and 350 °C), we demonstrate that the
c(6 × 2) formation is temperature dependent, where a critical oxygen
coverage is required for the phase transition, thereby supporting the
sequential pathway of the surface reconstructions (i.e., the c(6 × 2)
reconstruction occurs via the (2 × 1) → c(6 × 2) conversion process).
From an interplay between the experiments and the first-principles
thermodynamic calculations, we find that a significant kinetic barrier
exists for the (2 × 1) → c(6 × 2) phase transition, and toward the
bulk oxide formation.

2. Experimental and computational methods

The experiments were performed by an ultrahigh vacuum (UHV)
variable-temperature scanning tunneling microscope (Omicron VT-
STMXA)with a base pressure of ~1 × 10−11 Torr. An electrochemically
etched polycrystalline tungsten wire was used for the STM tip. The STM
tips were flashed (1 kV and 2 mA) for several times to evaporate adsor-
bates and native oxide. Meanwhile, the oxygen dosing was performed
in a separate chamber than the STM chamber to ensure the pristine na-
ture of the tip. The Cu(110) single crystal is a ‘top-hat’ disk (1mm thick
and 8 mm in diameter), purchased from Princeton Scientific Corp., cut
to within 0.1° to the (110) crystallographic orientation and polished to
a mirror finish. The crystal was cleaned by repeated cycles of Ar+

sputtering at room temperature (5 × 10−5 Torr of Ar+, 1 μA cm−2,
1.0 keV) followed by annealing at 600 °C for 10 min. Cleanliness of the
Cu(110) surface was checked by STM imaging prior to oxidation by ox-
ygen gas dosing at different temperatures (T = 27 °C, 100 °C, and
350 °C). All the oxidation experiments were carried out on freshly
cleaned Cu(110) surfaces. Oxygen gas (purity = 99.9999%) was intro-
duced to the system through a variable-pressure leak valve and the
sample was oxidized under a controlled oxygen pressure (pO2) ranging
from1×10−10 Torr to 1× 10−5 Torr. All the STM imageswere acquired
at room temperature in constant–current mode with bias on the
sample.

Density–functional theory (DFT) calculations are performed using
the generalized gradient approximation (GGA) of Perdew–Wang
(PW91) [24] for the exchange and correlation functional, as implement-
ed in the Vienna Ab-initio Simulation Package (VASP) [25–29].We used
projector augmented wave (PAW) potentials in conjunction with a
planewave cutoff energy of 380 eV. The Brillouin-zone integration for
the (2 × 1) and c(6 × 2) unit cells is performed using (5 × 7 × 1) and
(2 × 4 × 1) Monkhorst–Pack grids [30], and with broadening of the
Fermi surface according to Methfessel–Paxton smearing technique
[31] with a smearing parameter of 0.2 eV. All of our calculations are
spin-averaged except those for the oxygen atom and molecule which
are spin polarized. In our modeling of the chemisorbed species on the
surface, we used a slab model with five layers where the bottom layer
is fixed. Periodic images along the direction perpendicular to the surface
are separated by a vacuum region of 12 Å. Adsorption is done on one
side of the slab only. Atomic and molecular oxygen are studied using a
large cubic cell. The positions of all of the atoms, except those of the bot-
tom layer, are relaxed until the forces are less than 0.015 eV/Å. Various
tests have been performed to verify our computational framework such
as k-grid convergence, vacuum size, and planewave cutoff. As a validity
check, our calculated lattice constant for Cu is 3.64 Å which is in good
agreement with the experimental value 3.61 Å [32] and with previous
calculations [33–35].

We employed a first-principles atomistic thermodynamic frame-
work to assess the relative stability of the considered surface structures
as a function of p(O2) and T [8,13]. The average adsorption energy for
single oxygen atom can be defined as,

EadsO ¼ 1
NO

EtotO=Cu−EslabCu −ΔNCuECu−
NO

2
EO2

� �
; ð1Þ

where EO/Cutot is the total energy of the Cu–O system, and ECuslab is the
energy of a clean, non-reconstructed Cu surface. ΔNCu accounts for
differences in the number of Cu atoms between the reference clean Cu
surface and the Cu–O system, and ECu is the energy of a single Cu
atom in bulk state. EO2

is the energy of an isolated oxygen molecule
and NO is the number of oxygen atoms adsorbed on the Cu substrate.
The Gibbs free energy Δγ of the Cu–O system relative to the clean
non-reconstructed Cu surface is calculated as,

Δγ ¼ 1
A

EtotO=Cu−EslabCu −ΔNCuμCu−NOμO T;pð Þ
h i

: ð2Þ

Here A is the surface unit area and μCu and μO denote the Cu and O
chemical potentials, respectively. The chemical potential of Cu is taken
to be that of a Cu atom in bulk phase, thus assuming that the slab is in
equilibrium with the bulk phase that acts as the Cu reservoir. The
oxygen chemical potential depends on temperature and pressure
according to

μO T;pð Þ ¼ 1
2

EtotalO2
þ eμO2

T;p0
� �

þ kBT ln
pO2

p0

� �� �
; ð3Þ

where p0 represents the standard atmospheric pressure and eμO2
T;p0

� �
denotes the chemical potential of oxygen gas at 1 atm, which is tabu-
lated in ref. [36]. In Eqs. (2) and (3), we neglected the vibrational and
configurational terms in the Gibbs free energy as these contributions
are small [37,38]. Additionally, the −pV contribution is also small for
pressures less than 100 atm [38]. By redefining the chemical potential
as ΔμO ¼ μO− 1

2 EO2
and combining Eqs. (1) and (3), we can express

the Gibbs free energies in Eq. (2) as,

Δγ ¼ 1
A

NOE
ads
O −NOΔμO

� �
: ð4Þ

Before concluding this section, we point out that the GGA/PW91
error for the binding energy for O2 (the energy that is needed to disso-
ciate an O2 molecule) is large [35,39,40]. Our calculated value is 6.3 eV
while the experimental value is 5.1 eV [41]. Our GGA/PW91 value
agrees with previous results [35,39,40]. This error in the binding energy
of O2 affects the thermodynamic analysis. To remedy this, previous
studies have used the calculated O2 binding energy for computing the
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phase diagram relying on cancelation of errors when computing energy
differences. This is perhaps partially true but oxygen is also a special
case and it is not clear whether this is the best approach. In order to
estimate a margin of error for our results, we performed our thermo-
dynamic analysis using the computed aswell as the experimental bind-
ing energy of O2. In the latter case, we define the “experimentally-
corrected” total energy of O2 as 1

2 E
gas
O2

¼ EDFTO − 1
2 E

bind
O2

, where EODFT is the

DFT energy of an isolated O atom and Ebind
O2

is the experimental binding
energy of O2. In addition, to ensure that our results are not affected by
the choice of exchange–correlation functional, we also use GGA/PBE
[40] and LDA [42] formalisms to double check the results. Unless other-
wise stated, the theoretical data listed below is obtained using PW91.
3. Results and discussion

The clean Cu(110) surface was oxidized at various temperatures
and oxygen pressures ranging from 1 × 10−10 to 1 × 10−5 Torr. All
the STM images were obtained on the Cu(110) surface using con-
stant current mode. Fig. 1 shows the STM images of typical large
areas and zoomed-in areas of the surfaces oxidized at room temper-
ature (T = 27 °C) under different oxygen pressures and exposure
durations. Fig. 1(a) shows the STM images obtained from oxidation
at pO2 = 1 × 10−10 Torr for 5 h of oxygen exposure (i.e., 1.8 L). The
surface is covered by alternating wide and narrow stripes. Wide
stripes correspond to the bare Cu substrate that results from the
Fig. 1. Topographic STM images of typical large areas of the Cu(110) surface oxidized at room te
5 h (exposure = 1.8 L); (b) pO2 = 1 × 10−8 Torr for 60 min (exposure = 36 L); (c) pO2 = 1
(exposure = 18,000 L). Insets are zoomed-in STM images revealing the atomic structure of th
the STM imaging are IT = 0.1–1 nA and VB = −2–1.5 V.
relatively low oxygen exposure due to the extremely low oxygen
pressure. The narrow stripes are the Cu(110)–(2 × 1)–O reconstruct-
ed phase. As revealed by the inset zoomed-in STM image, the (2 × 1)
stripes are oriented along the Cu[001] direction. The formation of
(2 × 1) stripes on Cu(110) under low oxygen coverage is consistent
with previous STM observations [10,18,20,22].

Fig. 1(b) corresponds to the oxidation at pO2 = 1 × 10−8 Torr for
60 min (oxygen exposure = 36 L). Compared to the reconstruction at
the oxygen exposure pO2 = 1 × 10−10 Torr, the topographic STM
images obtained from the surface after the higher oxygen exposure ap-
pear quite differently. It can be seen that the step edges become clearly
corrugated and the upper and lower terraces exhibit dark depressions
that are approximately 1.38 Å deep, which corresponds to single atomic
layer deep from the surrounding area [for bulk Cu(110), the single
atomic height is 1.27 Å]. As revealed by the inset zoomed-in STM
image of Fig. 1(b), the surface is covered by the (2 × 1) phase including
in the dark impression areas and tiny areas of the c(6 × 2) phase
(the observed c(6 × 2) surface coverage is ~0.012). The formation of
the co-existing (2 × 1) and c(6 × 2) phases was also observed in
previous STM study [19]. More details for the atomic processes of the
(2 × 1) → c(6 × 2) transition are described in Fig. 2.

Fig. 1(c) corresponds to the oxidation at pO2 = 1 × 10−6 Torr for
40min (oxygen exposure=2400 L). Compared to the oxygen exposure
at pO2 = 1 × 10−8 Torr, Fig. 1(c) reveals that the surface becomes
roughened with the formation of a high density of one-atomic-deep
depressions. The inset zoomed-in STM image shows that the surface is
mperature (T=27 °C) under the different oxygen pressures: (a) pO2=1× 10−10 Torr for
× 10−6 Torr for 40 min (exposure = 2,400 L); and (d) pO2 = 1 × 10−5 Torr for 30 min
e surface reconstructions at the different oxygen pressures. The tunneling conditions for



Fig. 2. (a) Representative STM image of the (110) surface oxidized at room temperature (T = 27 °C) under pO2 = 1 × 10−6 Torr for 40 min revealing the co-existing (2 × 1) and (6 × 2)
reconstructions; (b, c) surface profiles along the solid linesmarked in (a) reveal the height difference between the different surface regions. The tunneling conditions for the STM imaging
are IT = 0.1–1 nA and VB = −2–1.5 V. (For interpretation of the references to color in the text, the reader is referred to the web version of this article.)
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covered by the (2 × 1) phase with tiny islands of the c(6 × 2) phase.
Fig. 1(d) corresponds to the oxidation at pO2 = 1 × 10−5 Torr for
30 min (oxygen exposure = 18,000 L). The topographic STM images
indicate that the step edges become highly corrugated and the entire
surface is covered with an increased density of depressions compared
to Figs. 1(b, c). The inset zoomed-in STM image reveals the coexistence
of both (2 × 1) and c(6 × 2) phases, where the coverage of the c(6 ×2)
phase is higher compared to the lower oxygen exposures. From the
above observations of the Cu(110) surface oxidized under the different
oxygen exposures, it becomes clear that the oxygen chemisorption
induced surface phase transitions occur via a sequential pathway. The
(2 × 1) reconstruction occurs first for the low oxygen coverage and in-
creasing the oxygen surface coverage leads to the (2 × 1) → c(6 × 2)
transition. The observations demonstrate that the c(6 × 2) recon-
struction does not occur directly on a clean (110) surface despite the
significant increase in the oxygen pressure (ranging from pO2 = 1 ×
10−10 Torr to 1 × 10−5 Torr) employed for oxygen exposure. With
the increase in oxygen coverage, the c(6 × 2) reconstruction occurs
via consuming the existing (2 × 1) phase formed at the low oxygen
coverage.

Fig. 2(a) shows a zoomed-in STM image obtained from a terrace
of the Cu(110) surface oxidized at room temperature and pO2 = 1 ×
10−6 Torr for 40 min. The topographic STM image reveals that the sur-
face heights become non-uniform due to the formation of depressions.
It can be seen clearly that the large two-dimensional domains show
the row characteristic of the (2 × 1) phase across the terrace including
the depression areas. It is noted that the formation of the c(6 × 2)
phase is mostly located in the regions adjacent to the depression areas
although some small areas of the c(6 × 2) phase also appear above the
adjacent (2 × 1) area, suggesting that the c(6 × 2) phase nucleates on
the border of these (2 × 1) depressions as, like step edges, they are
source of Cu adatoms. Figs. 2(b, c) display the STM height profile
taken along the blue solid lines in Fig. 2(a). Area 2 is a tiny c(6 × 2) is-
land and its surface height is ~0.63 Å above the surrounding (2 × 1)
phase (i.e., regions 1 and 3), suggesting that the c(6 × 2) island and its
surrounding (2 × 1) phase (i.e., areas 1 and 3) are formed on the same
face of the Cu(110) beneath. The height distance between areas 3 and
4 of the (2 × 1) reconstruction is 1.38 Å and between areas 5 and 7 is
~1.43 Å, suggesting that these areas are separated by a single atomic
step. Area 6 is a tiny c(6 × 2) region located between areas 5 and 7
and is ~0.78 Å lower than area 7 but ~0.65 Å higher than area 5, imply-
ing that the c(6 × 2) island in area 6 is formed on the same plane of the
Cu(110) as the neighboring (2 × 1) phase in the depression area (i.e.,
region 5).

To confirm theheight differences of the two phasesmeasured above,
we use DFT to calculate the atomic structures of the (2× 1) and c(6 × 2)
phases. Fig. 3 shows the optimized DFT structures of the two oxygenat-
ed surface phases. The (2 × 1) structure shows an added row (i.e., Cu–
O–Cu chains along the [001] direction) structure with every other
[001]Cu atom row absent, and the supercell consists of one Cu–O–Cu
chain per two b110N(1 × 1) lattice spacings [20]. The slab comprising
5 atomic layers has a thickness h= 5.16 Å (the slab thickness is defined
as the distance between the lowest and highest atom positions along
the direction perpendicular to the surface). For the c(6 ×2) structure,
the supercell consists of two Cu–O–Cu chains along the [001] direction
for each three b110N(1 × 1) lattice spacings and these chains are con-
nected by Cu atoms which are coordinated to every other O atom
along the Cu–O–Cu chains [21]. The thickness of the slab of 5 atomic
layers in this case is 5.84 Å. Therefore, the c(6 × 2) phase shows up as
a protrusion elevated at ~0.68 Å from the adjacent (2 × 1) region if
they are formed on the same face of the Cu surface. By comparing the
STM height profiles shown in Figs. 2(b, c), the DFT calculated surface



Fig. 3. (a) Atomic structures of the two DFT optimized surface phases of (2 × 1) and c(6 × 2). The surface heights between (2 × 1) and c(6 × 2) differ by ~0.68 Å. (b) Simulated STM
micrographsusing the structuralmodels of (2× 1) and c(6× 2) (shown in a), inwhichCu atoms are visible. (c) Experimental STM imagesof the (2× 1) and c(6× 2) reconstructed surfaces.
For comparison, the unit cells are delineated in both simulated and experimental images in (b) and (c).
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heights of the two phases match well with the experimental data. For
instance, the height difference of 1.38 Å between areas 3 and 4 is
equal to the single-atomic height step of the pristine Cu(110), while
the height difference of ~0.65 Å between the (2 × 1) and c(6 × 2)
formed on the same face of the Cu(110) (i.e., areas 5 and 6) agrees
well with the DFT result of the surface height difference of the two
phases, and the height difference of 0.63 Å between areas 1 and 2 is
also very close to the height difference of the (2 × 1) and c(6 × 2)
formed on the same Cu(110) face beneath. To provide more evidence,
the DFT calculations of the (2 × 1) and c(6 × 2) structural models
shown in Fig. 3a are also used to simulate constant–current STM images
using the Tersoff–Haman scheme [43] with a bias voltage of −1 V,
which is within the range (−2–1.5 V) in the experiments. As can be
seen in Figs. 3(b, c), the structural features revealed from the simulated
images are similar to the experimental STM micrographs, where Cu
atoms are visible in the simulated STM images. By comparing with the
simulated and experimental STM images as shown in Figs. 3(b, c), it
can be inferred that it is Cu atoms that are observed in the STM images.

It can be seen from Figs. 1 and 2 that the surface terraces become
highly corrugated due to the increased oxygen exposure that leads to
the c(6 × 2) phase formation by consuming the existing (2 × 1)
phase. The growth of the c(6 × 2) domains requires not only the
consumption of the existing (2 × 1) region but also the incorporation
of new Cu atoms from the substrate, which can be from the terrace
or step edges. The origin of such a process can be easily traced to the
different surface coverages of Cu and O atoms between the (2 × 1)
and c(6 × 2) phases. As shown in Fig. 3, the surface coverages of Cu
andO for the (2× 1) reconstruction are θ=0.5, which can be translated
to an atomic surface density of 0.05/Å2; while for the c(6 × 2) re-
construction, the surface coverages of Cu and O are θ=5/6 and 2/3, re-
spectively, which correspond to the atomic surface densities of 0.09/Å2

and 0.07/Å2. Apparently, in addition to incorporating Cu and O atoms
from the existing (2 × 1) phase, the (2 × 1)→ c(6 × 2) transformation
requires incorporation of new Cu and O atoms from the surrounding,
where O atoms are supplied from the adsorbed oxygen for increased ox-
ygen exposure, while Cu atoms are supplied from the immediate
sources of terraces or step edges. It can be noted from Figs. 1(b and c)
that the areas of the depressions are much larger than c(6 × 2) islands,
suggesting that the initiation of these depressionsmay be related to the
flux of impinging O2 molecules with respect to the density of Cu ad-
atoms on the terraces and those from step edges. If the oxygen flux is
too large (i.e., higher oxygen pressure) while the supply of Cu adatoms
from surface steps does not increase correspondingly, the formation of
the Cu–O compounds requires another source of Cu atoms, namely
the terrace atoms. Then, monolayer depressions can be formed on
the terraces. One can see that the depression regions also develop the
(2 × 1) reconstruction. When the c(6 × 2) phase appears, it enlarges
the depressions with the supply of Cu adatoms from the step edges of
these depressions.

It is interesting to note from Fig. 2 that the (2 × 1) reconstruction
occurs also for the exposed fresh Cu surface in the depression areas.
This further demonstrates that the (2 × 1) phase forms first on a clean
Cu(110) surface preceding its transition to the c(6 × 2) phase with
increasing the oxygen surface coverage. Since the amount of oxygen
coverage on a clean surface builds up gradually upon increasing the
oxygen gas exposure and the (2 × 1) reconstruction occurs at the low



Fig. 4. Pictorial illustration of the (2 × 1)→ c(6 × 2) phase transition. The (2 × 1) phase forms first on the surfacewith a saturated oxygen coverage θ=0.5. Further oxygen uptake leads to
the nucleation and growth of c(6 × 2) islands by consuming the existing (2 × 1) phase with the supply of Cu adatoms from step edges of the depressions.

Fig. 5. Topographic STM images of Cu(110) surfaces oxidized at 100 °C: (a) pO2 = 1 × 10−8 Torr for 60 min (exposure= 36 L); (b) pO2 = 1 × 10−5 Torr for 4 min (exposure= 2,400 L);
and (c, d) pO2 = 1 × 10−5 Torr for 30min (exposure = 18,000 L); insets are zoomed-in STM images revealing the atomic structure of the surface reconstructions at the different oxygen
pressures. The tunneling conditions for the STM imaging are IT = 0.1–0.6 nA and VB = −1.5–1.5 V.

80 Q. Liu et al. / Surface Science 627 (2014) 75–84



81Q. Liu et al. / Surface Science 627 (2014) 75–84
oxygen coverage, it is clear that the c(6 × 2) reconstruction occurs via a
sequential pathway of the (2 × 1) → c(6 × 2) transition despite the
magnitude of the oxygen gas pressure examined in our experiments.
A pictorial illustration of the (2 × 1) → c(6 × 2) transition described
above is given in Fig. 4.

To examine if the surface reconstructions and their phase transitions
observed above at room temperature are also temperature dependent,
we monitor the surface structures of the Cu(110) oxidized at another
two temperatures, one at 100 °C and the other at 350 °C. Fig. 5 illus-
trates the STM images obtained from the oxidation at T = 100 °C with
the different oxygen exposures. Fig. 5(a) corresponds to the oxidation
at pO2 = 1 × 10−8 Torr for 60 min (oxygen exposure = 36 L). It can
be seen that surface morphology is smooth including terrace areas
and step edges; the step edges are aligned along the Cu[100] direction.
Aligned long and bright stripes are also formed on the surface.
Zoomed-in STM images as shown in the inset reveal that the entire sur-
face is coveredmostly by the (2 × 1) phase co-existing with long bright
stripes (the surface coverage of these long bright stripes is ~0.02). The
zoomed-in STM image shows that the long-bright stripe is aligned
along the (2 × 1)–Cu–O chain direction (i.e., [100]Cu), but the atomic
structure of these long bright stripes cannot be resolved clearly from
the STM image. By comparing with the oxidation at room temperature
under the same oxygen exposure of 36 L, where the (2 × 1) → c(6 ×
2) phase transition has also taken place as shown in Fig. 1(b) and
the c(6 × 2) phase forms as tiny clusters with a surface coverage of
Fig. 6. Topographic STM images of Cu(110) oxidized at 350 °C under the different oxygen gas pres
60min (exposure= 36 L); (c) p(O2)= 1× 10−6 Torr for 40min (exposure= 2,400 L); and (d) p
showing the atomic structures of the surface reconstructions at the different oxygen pressures. Th
~0.012, one can see that the same oxygen exposure (36 L) at 100 °C
does not show clear sign of c(6 × 2) formation.

Fig. 5(b) illustrates an STM image obtained from the Cu(110) surface
oxidized under pO2=1× 10−5 Torr for 4minwith oxygen exposure=
2400 L. The image reveals that the surface exhibits a large number of
depressions across the terraces. Inset zoomed-in STM image shows
that the surface is covered by both (2 × 1) and c(6 × 2) phases, where
the c(6 × 2) domains have relatively larger sizes than those formed at
room temperature under the same oxygen exposure, indicating the
enhanced atom mobility at the higher temperature, thus promoting
the phase transition. Fig. 5(c) shows the surface oxidized at 100 °C
and pO2 = 1 × 10−5 Torr for 30 min (oxygen exposure = 18,000 L).
Rather than forming small depressions as observed from the oxidation
at room temperature and the low oxygen exposures, the surface
observed here shows large flat areas and narrow stripes across the
terraces. Zoomed-in STM images as shown in Fig. 5(d) reveal that the
surface is now dominated by the c(6 × 2) phase with small stripes of
the (2 × 1) phase, as compared to the much smaller coverage of the
c(6 × 2) phase for the same oxygen exposure at room temperature.
This growth morphology further demonstrates the enhanced kinetics
of the phase transition at the higher temperature. These observations
also demonstrate that the (2 × 1)→ c(6 × 2) phase transition is driven
by the oxygen surface coverage (i.e., thermodynamics aspect), while the
kinetic aspect (i.e. temperature effect) of the phase transition becomes
dominant once a critical oxygen coverage is reached.
sures: (a) p(O2)=5× 10−9 Torr for 10min (exposure=3 L); (b) p(O2)=1× 10−8 Torr for
(O2)= 5× 10−5 Torr for 40min (exposure= 120,000 L). Insets are zoomed-in STM images
e tunneling conditions for the STM imaging are IT = 0.1–3 nA and VB =−2 to−0.3 V.
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Fig. 6 shows the oxidation of the Cu(110) surface at 350 °C with
the different oxygen exposures. Fig. 6(a) shows an STM image ob-
tained from the surface exposed to pO2 = 5 × 10−9 Torr for
10 min (exposure = 3 L). Inset is a high-resolution STM image re-
vealing that the surface is only partially covered by well aligned periodic
stripes of the (2 × 1) phase with bare Cu surface, which is similar to the
oxidation at room temperature as shown in Fig. 1(a), but having a higher
ordered arrangement of the (2 × 1) stripes due to the enhancedmobility
of atoms at the elevated temperature.

Fig. 6(b) corresponds to the oxidation at pO2 = 1 × 10−8 Torr
for 60 min (oxygen exposure = 36 L). It can be seen that the surface
morphology is smooth including terrace areas and step edges; the
step edges are aligned along the Cu[100] direction. Zoomed-in STM
images as shown in the inset reveal that the entire surface is covered
by the (2 × 1) phase. By comparing with the oxidation at room
temperature under the same oxygen exposure of 36 L, where the (2 ×
1) → c(6 × 2) phase transition has already started as shown in
Fig. 1(b), this oxygen exposure (36 L) at 350 °C still does not reach the
oxygen surface coverage required for the formation of the c(6 × 2)
phase. This is also the case for the same amount (36 L) of oxygen expo-
sure at 100 °C as shown in Fig. 5(b). This differencemay be attributed to
the temperature effect on the effective oxygen surface sticking probabil-
ity, where the effect from the surface morphology of the Cu(110)
surface can be minor since all the oxygen dosing starts with freshly
cleaned Cu(110) surfaces with similar surface morphology features
(terrace width, step height, etc.). The higher temperature usually
leads to a smaller effective oxygen sticking coefficient, and thus a larger
oxygen exposure is needed for the phase transition.

Fig. 6(c) shows an STM image of the Cu(110) surface oxidized
under a higher oxygen exposure of pO2 = 1 × 10−6 Torr for 40 min
(exposure = 2400 L) at 350 °C. It can be seen that the surfaces in this
case have atomically smooth step edges andflat terraces, that is dramat-
ically different from the surfaces oxidized at the lower temperatures
with the same amount of oxygen exposure, which are corrugated with
high densities of depressions due to the co-existing (2 × 1) and c(6 ×
2) phases [c.f. Figs. 1(c) and 5(b)]. High-resolution STM images as
shown in the inset reveal that the entire surface is fully covered by the
c(6 × 2) phase only. This further supports the earlier observations that
the kinetics of the (2 × 1) → c(6 × 2) transition are greatly enhanced
at higher temperature once the critical oxygen coverage is reached for
the phase transition. Fig. 6(d) illustrates an STM image obtained from
the Cu(110) surface oxidized at 350 °C with the significantly increased
oxygen exposure under pO2 = 5 × 10−5 Torr for 40 min (exposure =
120,000 L), which exhibits similarly atomically smooth step edges and
flat terraces as shown in Fig. 6(c). Inset in Fig. 6(d) shows a high-
resolution STM image demonstrating that the entire surface is fully cov-
ered by the c(6 × 2) phase only despite the increased oxygen exposure,
suggesting that the surface is saturated with the c(6 × 2) phase and is
inert toward further oxidation to form the bulk Cu2O phase.

The STM observations described above reveal clearly that a critical
oxygen surface coverage is required for the (2 × 1) → c(6 × 2) transi-
tion. Increasing the oxidation temperature results in a smaller effective
oxygen sticking coefficient and thus a larger oxygen exposure to reach
the required oxygen coverage for the phase transition. This demon-
strates that the (2 × 1)→ c(6 × 2) transition is driven by the thermody-
namics of oxygen coverage. The question arises if the observed surface
structures are thermodynamically stable phases under the range of T
and pO2 examined. To identify the microscopic origin of the evolution
of the surface structures observed above, we employ a first-principles
atomistic thermodynamic framework to assess the relative stability of
the (2 × 1) and c(6 × 2) structures as a function of pO2 and T. Using
DFT calculations, we computed the oxygen binding energy at the
oxygen surface coverage of θ = 0.5 corresponding to the (2 × 1) struc-
ture, and θ=2/3 corresponding to the c(6 × 2) structure. The obtained
values are−2.12 [−2.72] and−2.00 [−2.59] eV for θ=0.5 and θ=2/3,
respectively. For each surface reconstruction, we show two values where
the first one is calculated using the total computed DFT energy of O2,
while the second value between the parentheses is obtained using the
“experimentally-corrected” total energy of O2. The first set of values ob-
tained with the total DFT energy of O2 (i.e., −2.12 and −2.0 eV for θ =
0.5 and θ=2/3, respectively) are in good agreement with the previously
reported values of −2.00 and −1.87 eV respectively in ref. [13]. Using
Eq. (4), we then calculated the surface free energy for a given T and pO2

by assuming the full thermodynamic equilibrium of the surface with the
oxygen gas. For a given T and pO2, the preferred surface that we should
expect to observe experimentally is the one having the lowest surface
free energy under these conditions.

The analysis above leads to the phase stability diagrams. Fig. 7(a)
shows the free energies of the considered surface structures plot-
ted against the oxygen chemical potential μO. Here we used the
experimentally-corrected total energy of O2 (using the computed DFT
energy of O2 instead would result in a shift of 0.6 eV along the chemical
potential horizontal axis of Fig. 7(a)). The upper and lower limits of the
oxygen chemical potential for clean Cu(110) surface and the formation
of bulk Cu2O are also determined. In between these two limits, the free
energy lines of the more stable reconstructed surface structures inter-
sect one another and their intersection points on the μ axis define the
conditions under which a phase changes from one minimum surface
free energy to another. The μ scale can be thus divided into several
distinct regions in which clean and the two oxygenated surface struc-
tures are thermodynamically stable. The phase stability diagram
shows a transition of the clean surface into the (2 × 1) phase at ΔμO =
−2.12 [−2.72] eV. As the oxygen chemical potential increases to
ΔμO = −1.62 [−2.22] eV, the thermodynamic preference changes
from the (2 × 1) to c(6 × 2) reconstructions. The c(6 × 2) reconstruc-
tion is the stable phase up to ΔμO = −1.46 [−2.06] eV of the calcu-
lated bulk oxide limit, whereas using PBE exchange–correlation
functional, this value is determined to be −1.40 [−1.87] eV, and
LDA yields −1.60 [−2.98] eV. Fig. 7(b) shows the (pO2, T) phase
diagram with the distinct surface phases obtained by translating
the μ boundaries into the temperature and oxygen pressure depen-
dence, where both PW91 and PBE results are shown in solid black
curves and dotted blue curves, respectively.

The phase diagram shows the clean Cu surface oxidizes first to the
added-row (2 × 1) phase and then to c(6 × 2) upon further oxidation,
a trend that is in general agreement with experimental results. How-
ever, as can be seen from the phase diagram, the (2 × 1) and c(6 × 2)
phases form at oxygen chemical potentials far above the chemical po-
tential for Cu2O formation over thewhole pO2 and T regime investigated
in our study. Under equilibrium conditions, and for the oxidation at
27 °C, 100 °C and 350 °C, the phase diagram shows that Cu2O should
already form at pO2 ~1 × 10−57, ~7 × 10−44, and ~9 × 10−21 Torr,
respectively. Additionally, for 27 °C, 100 °C and 350 °C, the oxygen
gas pressures for the (2 × 1) → c(6 × 2) phase transition are pO2 ~5 ×
10−63, ~4 × 10−48, and ~2× 10−23 Torr, respectively. These boundaries
in the oxygen pressure are far lower than accessed experimentally. For
instance, the experimental value of the oxygen pressure at which we
observed the (2 × 1) → c(6 × 2) phase transition at T = 27 °C for the
sufficient oxygen exposure is pO2 ~1 × 10−8 Torr, which is significantly
higher than the theoretical oxygen pressure of 5 × 10−63 Torr. Using a
gas mixture (e.g. O2 + Ar) may allow for a much lower oxygen partial
pressure in the experiments, but the formation of a (2 × 1) reconstruct-
ed layer under very lowoxygen partial pressurewould be on a timescale
inaccessible by the experiments. However, once the (2 × 1) reconstruc-
tion is formed under a higher oxygen pressure (e.g., 1 × 10−8 Torr), it
does not disappear under UHV at a base pressure of 1 × 10−11 Torr in
the chamber, suggesting that the rate of oxygen desorption from the
surface is very small and the system is far from equilibrium.

The phase diagram obtained using PBE exchange–correlation func-
tional agrees slightly better with the experiments, but the discrepancy
is still significant, while LDA phase diagram displays appreciable
downward shift compared with that obtained by PW91 functional,



Fig. 7. (a) Surface phase stability diagram for O/Cu(110) system. The surface energy μ of the surface as calculated from DFT is plotted as a function of the oxygen chemical potential μ.
(b) (p, T) Phase diagram for the O/Cu(110) systems based on the chemical potential phase boundaries given in (a), where the solid black curves represent the phase boundaries obtained
using DFT/PW91 and dotted blue curves obtained using DFT/PBE. (For interpretation of the references to color in this figure legend, the reader is referred to theweb version of this article.)
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which causes theworst agreement. The difference between the theoret-
ical and experimental values is beyond the margin of error due to the
approximations in the ab initio thermodynamics approach or the intrin-
sic DFT errors, e.g., neglect of vibrational and entropic contributions to
free energies, total energy of O2, as well as uncertainty introduced by
the exchange–correlation function. For example, the binding energy of
O2 has to be 8.3 eV in order to get a value for the oxygen pressure that
is close to the experimental value; this value is 3 eV higher than the
exact binding energy of O2 and cannot be due to DFT errors. Since the
central assumption in our thermodynamic analysis is the full thermody-
namic equilibrium of the surface with the environment, we interpret
these differences as reflecting the existence of kinetic limitations to
the bulk oxide formation. Therefore, the formation of the (2 × 1) and
c(6 × 2) phases and their transition takes place undermetastable condi-
tions of the oxygen chemical potentials that are far above the chemical
potential for Cu2O formation. A clear trend noted from the comparison
is that the c(6 × 2) formation is promoted as the oxidation temperature
increases. Such a temperature dependence of the c(6 × 2) formation
suggests a significant activation barrier for this process which can be
attributed to the high stability of the Cu–O–Cu chains. This also suggests
that one has to go to the high temperature (for instance N400 °C) at
which oxygen surface desorption is not negligible for performing
experiments addressing thermodynamic equilibrium. In that case, one
would need oxygen pressures to stabilize the reconstructions, which
may be accessible experimentally.

Clearly, the (2 × 1) phase represents the thermodynamically most
stable structure at the saturated oxygen coverage of θ = 0.5. A larger
oxygen coverage drives the (2 × 1)→ c(6 × 2) transition. However, de-
spite the thermodynamic preference of the c(6 × 2), the incorporation
of O and Cu atoms into the c(6 × 2) structure requires break-up of O–
Cu–O added rows of the (2 × 1) structure and new Cu atoms supplied
from the surface beneath. These rows are known to be very stable
from their pronounced growth as seen in the (2 × 1) formation. There-
fore, this activation energy has to overcome the breaking up of the O–
Cu–O rows in the (2 × 1) phase. At the low temperature (i.e., 27 °C),
the oxidation process is dominated by kinetic limitations, while at
higher temperatures thermodynamic properties become increasingly
important. Therefore, the observed (2 × 1) → c(6 × 2) transition as
shown in Figs. 1, 5 and 6 reflects the thermodynamic preference of the
surface by the c(6 × 2) phase at the increased oxidation temperature.

The comparison above reveals that the reconstructions occur at the
oxygen pressures and temperatures that are far above the thermo-
dynamic equilibrium for Cu2O bulk oxide formation. This suggests the
existence of kinetic barriers to the phase transitions, for instance, due
to the energy required to break the existing (2 × 1) reconstruction to
form the c(6 × 2) phase. Under the oxygen exposure conditions exam-
ined in our experiments, the oxygen surface uptake is still far from the
saturation, as evidenced by the formation of small c(6 × 2) islands and
(2 × 1) depressions on the existing (2 × 1) terraces with increasing
the oxygen exposure (shown in Fig. 1). This is also supported by the in-
creased surface coverage of the c(6 × 2) phase with increasing the sub-
strate temperature and oxygen exposure, suggesting that the oxygen
incorporation may be limited by the process of breaking up the existing
(2 × 1) phase, which can be promoted by increasing the substrate
temperature. Another possibility of the origin of the kinetic barriers
could be related to the dissociation of oxygen molecules on the oxygen
chemisorbed Cu(110). Although the energy barrier for the dissociation
of O2 on a nonreconstructed Cu(110) surface is only ~0.1 eV [14,34,44,
45], chemisorbed oxygen on the reconstructed Cu(110) may lead to a
large energy barrier for the dissociation of impinging oxygenmolecules.
Under such a situation, the amount of adsorbed oxygen can be practical-
ly given by the oxygen that effectively sticks to the surface andnot given
by amatch in the chemical potentials of the oxygen gas and the surface.
Some recent in-situ studies (e.g. synchrotron X-ray, which would allow
for monitoring equilibrium surface phases if they are present under the
real gas conditions) revealed similar kinetic hindrance effect during the
oxidation of metallic surfaces such as Pd [46–49]. Our observations
from the oxidation of Cu(110) demonstrate the greater universality of
the existence of such kinetic hindrance and its effect on the oxygen
chemisorbed phase transitions for the range of the temperature exam-
ined here, which does not allow for establishing equilibrium between
the metal surface and the surrounding gas.

From the temperature dependence of the transformation we con-
clude that the (2 × 1)→ c(6 × 2) transformation is an activated process.
At higher temperatures the supply of Cu atoms is promoted and themo-
bility within the (2 × 1) phase is sufficient for a terrace rearrangement,
leading to the coexistence of c(6 × 2) and (2 × 1) islands under the
sufficient thermodynamic driving force (i.e., by increasing the oxygen
coverage). The (2 × 1)→ c(6 × 2) transformation can thus be classified
as a solid–solid transition in which the break-up of added Cu–O–Cu
rows in the (2 × 1) represents an activated step, which is locally and
temporally correlated with the formation of the new phase, as revealed
by the formation of the c(6 × 2) islands mostly adjacent to the depres-
sions on the terraces.

Lastly we discuss the microscopic origin of the formation of the (2 ×
1) and c(6 × 2) phases under the temperature and pressure conditions
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where the formation of Cu2O bulk oxide is energetically more favorable.
Thermodynamically, Cu2O phase should set in after the c(6 × 2) phase
once the oxygen chemical potential is increased to −1.46 [−2.06] eV.
However, the transition from an oxygen chemisorbed phase to the
bulk oxide is an activated process involving incorporation of oxygen
into the subsurface region [46,50–56], which imposes the high kinetic
barriers toward the bulk oxide formation, and therefore a significantly
large oxygen gas pressure is needed to nucleate Cu2O on the surface
[57–59]. As a result, the kinetically more favorable processes of surface
diffusion of O and Cu atoms lead to the formation of either (2 × 1) or
c(6 × 2) phase. Such a two-dimensional oxygen-terminated layer can
not only further hamper oxygen dissociation but also impede oxygen
subsurface diffusion, thereby stabilizing the oxygenated surface under
the metastable environmental conditions.

4. Conclusion

The surface reconstructions induced by oxygen chemisorption during
the initial oxidation of Cu(110) surface are examined by STM measure-
ments under a wide range of oxygen gas exposures at different tempera-
tures and oxygen pressures varying from 1× 10−10 to 5 × 10−5 Torr. It is
shown that the reaction proceeds in a sequential manner. The (2 × 1) re-
construction occurs first at the low oxygen coverage with a saturated ox-
ygen coverage of θ=0.5. Increasing the oxygen coverage beyond θ=0.5
drives the (2 × 1)→ c(6 × 2) transition. Due to its larger Cu surface cov-
erage, the formation of the c(6 × 2) requires not only the consumption of
the existing (2 × 1) phase but also the incorporation of underlying Cu
atoms that results in the formation of depressions on the surface terraces.
Increasing the oxidation temperature leads to a smaller effective oxygen
sticking coefficient and thus a larger oxygen exposure needed to reach
the critical oxygen surface coverage for the surface phase transition. The
temperature dependence of the phase transition demonstrates that the
surface phase transition is an activated process associated with breaking
up the added Cu–O–Cu rows in the (2 × 1) reconstruction. The difference
between the experimental observations and the theoretical phase
diagram obtained from the first-principles thermodynamics calculations
reveals that the formation of both (2 × 1) and c(6 × 2) phases takes
place under metastable conditions of oxygen chemical potentials that
favors Cu2O formation, demonstrating the existence of kinetic limitations
to the surface phase transition.
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